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ABSTRACT
Stories in general, and peak moments within a single story in
particular, can evoke strong responses across recipients. Between
the content of a story and these shared audience responses lies
an explanatory gap that neuroimaging can help close.
Accordingly, this study examined how the brains of an audience
responded during a story. We performed two types of analyses:
First, we correlated the story’s physical characteristics to brain
activity. Second, we reverse-correlated moments of peak brain
engagement to story segments. We found that activity peaks in
the temporo-parietal junction identify socially engaging points
within the story, such as a pie-in-the-face scene, hyperbole, and
sexual references. We discussed how these results and reverse
correlation neuroimaging more broadly advance communication
science.
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A good story can engage and entertain many listeners by captivating their attention, care-
fully orchestrating cognitive and emotional processes, and prompting overt reactions
(Boyd, 2009; Brown, 2004; Bruner, 1986; Green et al., 2002). These phenomena are
well known and have been studied extensively across the fields of communication, psy-
chology, and linguistics, to name only a few. However, there are still key gaps in our
theoretical understanding of how stories affect audiences. Specifically, we have only frag-
mentary knowledge about how listening to a story evokes strong responses that are
shared across many listeners, and which content elements are especially apt to do so.

Within this context, functional neuroimaging shows promise as an approach to elu-
cidate the reception process while people are exposed to stories (Cascio & Falk, 2016;
Floyd & Weber, 2020). Specifically, neuroimaging enables studying audience responses
over time while circumventing the need for verbal questioning, introspection, and retro-
spective reporting. This helps close the gap between story content and reception mech-
anisms by providing novel data that can yield new insights to refine, clarify, and improve
theory related to narrative processing and other social processes (Falk et al., 2015; Green-
wald, 2012; Huskey et al., 2020; Mather et al., 2013; Schmälzle & Meshi, 2020). For
example, exposure to stories can affect recipients’ attitudes and behaviors (Braddock &
Dillard, 2016) and several theories aim to explain these effects (Green et al., 2002).
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Analyzing how story content is processed by the brain to produce these psychological
effects can greatly inform such theories, although this is not the goal of the present
study. Rather, we focused more directly on the link between the story stimulus with its
auditory and narrative content and brain activity.

A challenge, however, is that while a neuroimaging approach is comparatively easy to
execute with simple stimuli like isolated sounds or words, the complex content of stories
makes them more difficult to connect to brain responses (Ferstl et al., 2008; Hasson &
Honey, 2012). As a result, few studies have investigated the neural processing of
stories (Willems et al., 2020), and even fewer have approached the topic from a com-
munication perspective (Grall et al., 2021).

This study examines how an audience processes an engaging story, focusing on the
story moments that maximize specific regional brain responses consistently across
many recipients. We suggest a novel approach, called reverse correlation analysis
(Hasson et al., 2004; Ringach & Shapley, 2010), to link brain responses back to the
moments of the story and the content that likely evoked these responses. Reverse corre-
lation analysis uses neural responses to a story to identify salient moments, such as peaks
that are significantly expressed among a group of listeners while their brains respond to
the story (Hasson et al., 2004; Wagner et al., 2016). This reverse correlation approach has
not yet received much attention in communication, despite its theoretical and practical
potential for understanding audience responses.

Capitalizing on this reverse correlation approach as a way to confirm predicted func-
tional associations between story elements and brain responses, we examine data from a
test audience whose brains were scanned while listening to a story with many social
elements. Our primary focus is on the reverse correlation between the temporo-parietal
junction (TPJ) and the content of the test story that maximally engaged this region. The
theoretical rationale behind this focus is that the TPJ has been associated with social cog-
nition (Schurz et al., 2014; Van Overwalle, 2009), defined as processes related to thinking
about self or others. Research on the neural basis of social cognition, however, has largely
been conducted outside of the context of story processing and topics related to com-
munication and audience engagement. Considerable benefits from addressing this gap
can be gained for our field, such as what the term “engaging”means and how conceptions
overlap and differ between fields (Grall et al., 2021). Work using neural measures typi-
cally links engagement to the enhanced recruitment of brain systems (e.g., Dmochowski
et al., 2012; Jääskeläinen et al., 2020; Schmälzle et al., 2015), whereas work using self-
reports tends to emphasize subjective experiences, such as feeling engaged. Although
these differences are an inevitable consequence of different methodologies (e.g.,
Cummins, 2010), it is clear that brain responses to stories and subjective effects are
both rooted in the incoming stimuli, that is, the stream of words that describe the
story characters and events. In this way, the study here can extend previous work brid-
ging neuroscience and communication to better understand how a story’s content (i.e.,
the stream of auditory stimuli and the narrative information it conveys) engages the
brains of an audience.

Of note, as this is a secondary analysis of an existing neuroimaging dataset (Nastase
et al., 2019), we did not select the original story or manipulate its content. However,
this specific dataset was chosen because preliminary inspection of the story and previous
findings related to the dataset (Huth et al., 2016) suggested that it was capable of eliciting
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strong and convergent audience responses that we assumed to be driven by the specific
social events described in the story. In addition to our focus on social cognitive proces-
sing, the fact that these events were also funny (for instance, a cream pie being mashed
into a high-powered dean’s face) motivated a secondary focus on humor and reward pro-
cessing, although this was not the primary goal.

The paper is organized as follows: First, we briefly introduce previous research on
the social and affective responses to powerful stories. We specify what we know and
what we don’t know about the neural underpinnings of these effects, and why
gaining such insight constitutes theoretical progress for communication science. We
highlight how work on communication neuroscience may help connect the fields of
rhetoric, social cognition, and audience response measurement by elucidating how a
given story evokes shared responses across many recipients. Next, we provide readers
with the relevant theoretical and empirical background on the neurocognitive basis
of auditory, social, and affective brain processes. Finally, we introduce the specific
study that measured brain activity from 68 participants listening to an authentic, 7.5-
minute-long story, which we use to “reversely” identify those sections that evoked
strong and consistent responses in selected brain regions of this sample audience
(see Figure 1).

Background

It is well known that stories are able to convey a wealth of conceptual information to large
audiences, keeping listeners attentive and often also entertained (Boyd, 2009; Busselle &
Bilandzic, 2009; Green et al., 2002; Schank, 1995). Although there has always been debate

Figure 1. Illustration of the study and the time-aligned nature of the neuroimaging recordings. The
7.5 min long story “Pie Man” was recorded at the live storytelling event “The Moth” in New York and
played to fMRI participants listening to it via headphones. Onset times of individual words were tran-
scribed for coding. fMRI data were recorded concurrently with the story stimulus, preprocessed and
time-aligned to the story, and regional data were extracted. Shaded corridors around the fMRI time
series represent standard error of the mean at each time point.
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on how to best define the concept of story (Braddock & Dillard, 2016; Graesser et al., 2002;
Stein, 1982), there is general consensus that most stories include descriptions of characters
and events that happen to them, especially social interactions between characters or how
the events enable or prevent them from achieving their goals (Abelson & Schank, 1977;
Bower & Rinck, 1999). Extant research has examined the processing of complex narratives
with a focus on discourse and social cognitive processes (Graesser et al., 1994; Green et al.,
2002; Kintsch, 1998; Schank, 1979). This all has led to a large and cross-disciplinary body of
knowledge about stories and the experiences and behaviors they produce.

However, it is worth acknowledging what we do not know yet, as specifying the exist-
ing ignorance is a necessary step for theoretical progress (Merton, 1987). With this in
mind, we start with Schramm (1971), who stated that “Most of the communication
process is in the ‘black box’ of the central nervous system, the contents of which we
understand only vaguely” (p. 24–25). Decades after this remark, advances in cognitive
neuroscience produced numerous insights into how the central nervous system processes
communication in general and stories in particular (Floyd & Weber, 2020; Mar, 2011),
but scholars are still far away from precisely understanding all relevant subprocesses.
Furthermore, relevant knowledge tends to be dispersed across several fields, such as
rhetoric, narratology, psychology, or neuroscience. As a result, a comprehensive neural
theory of story processing has not yet emerged, although this is becoming an active
area of theoretical development (Willems et al., 2020; Yeshurun et al., 2021) and
researchers do actually know a lot about constitutive subprocesses like auditory neuro-
cognition (focusing on explaining hearing), neurolinguistics (focusing on explaining
language), and social cognitive and communication neuroscience (Hickok & Small,
2015; Lieberman, 2015; Schmälzle & Meshi, 2020).

In the following paragraphs, we will therefore introduce three selected brain systems
that are integral to different aspects of story processing: hearing (the ability to sense
sound), social cognition (thinking about oneself or others), and reward processing (pro-
cessing of positively valenced stimuli that can influence hedonic experience and behav-
ior).1 The goal of this section is to theoretically motivate the choice of brain regions
whose activity will later be examined.

Auditory cortex

It is clear that if people do not hear a spoken story, subsequent effects cannot emerge. In
this sense, the brain systems for audition are a logical starting point to examine the recep-
tion of a story. One key brain region that is central to hearing is the auditory cortex. The
term auditory cortex is an umbrella term for cortical regions involved in processing the
incoming sound information from the ear, which instantiate various spectrotemporal
analyses. Anatomically, the primary auditory cortex is located in the superior temporal
lobe and extends into Heschl’s gyrus (Brodman area 41/42; Humphries et al., 2010;
Moerel et al., 2014).

Hundreds of functional neuroimaging studies have examined how responses in the
auditory cortex vary based on properties of sound, language, and other auditory stimuli.
In sum, when listeners process a spoken narrative, their auditory cortices will respond
to spectrotemporal properties of the incoming speech signal, which then provides the
input for further processes involved in linguistic analysis. Also, it is worth noting that
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hearing is a general neurocognitive function. Thus, although individual differences in audi-
tory anatomy and function exist, the basic neural responses to auditory stimuli are largely
similar among listeners (Watson & Breedlove, 2012). This evidence can be accessed and
condensed via automated meta-analyses. In brief, automated meta-analyses of the cumu-
lative results of neuroimaging studies enable researchers to enter a search term (e.g., “audi-
tory”) into a database and then receive a brain map that displays which regions are reliably
activated in studies that mention this search term. As shown in Figure 2, an automated
meta-analysis of fMRI studies of auditory processing indeed identifies bilateral superior
temporal regions, which is compatible with the anatomical and neuropsychological litera-
ture (Humphries et al., 2010; Moerel et al., 2014).

Temporoparietal junction

The reasons why people seek out, continue listening to, or enjoy stories are arguably less
related to hearing speech sounds than to the content these sounds convey, which is often

Figure 2. Anatomical location of key a-priori regions examined in this study and meta-analytic results
for theoretical concepts motivating region selection. Meta-analysis maps are based on NeuroSynth.org
and represent the association test maps, thresholded at z = 5. For details see Method.
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social in nature (Busselle & Bilandzic, 2009; Tamborini et al., 2021). Social cognition,
which can be defined as the study of processes that enable people to think about other
people and social situations (Fiske & Taylor, 2013), has become an area of intense neuro-
science research (Cacioppo et al., 2002; Lieberman, 2015). Such work also interfaces more
and more with communication topics (Kranzler et al., 2019; O’Donnell et al., 2015; Pei
et al., 2019; Schmälzle et al., 2017), although much work remains to be done to more
fully connect this research with fields like media effects and entertainment research
more broadly.

In the brain, social cognition has long been linked to the right temporoparietal junc-
tion (rTPJ) (Decety & Lamm, 2007; Schurz et al., 2017). Anatomically the temporopar-
ietal junction (TPJ) is, as the name suggests, located where the temporal and parietal
regions meet (see Figure 2, middle left panel). Functionally, tasks that manipulate men-
talizing, perspective taking, and similar social-cognitive processes consistently evoke TPJ
activations (Decety & Lamm, 2007; Schurz et al., 2017). As for the auditory cortex, we can
again perform an automated meta-analysis, but this time searching for the term “social
cognition” instead of “auditory.” As shown in Figure 2 (middle panel), these results also
identify the temporoparietal junction.

To avoid potential misunderstanding, we note that the TPJ does not act in isolation
from other brain regions, and that TPJ activity does not correspond to a single function
in a one-to-one fashion (Schmälzle & Meshi, 2020). Instead, the TPJ is associated with
higher-level processes that encompass social understanding, attention shifts, and
higher-level language processing, although these literatures are barely integrated
(Alcalá-López et al., 2017; Carter & Huettel, 2013; Geng & Vossel, 2013; Mars et al.,
2012). In fact, it is likely that there exists commonality between these topics in terms
of the information transformations the TPJ helps to accomplish, such as integrating
information across space, time, or between perspectives (e.g., Dohmatob et al., 2020; Yes-
hurun et al., 2021). However, despite these complexities, the theoretical link between TPJ
and social cognition is extremely robust.

Zooming in more specifically on communication, the TPJ appears to be implicated in
exposure to messages and production and retransmission of social language (Kranzler
et al., 2019; O’Donnell et al., 2015). Although more preliminary, some work has
suggested the TPJ plays a role in understanding punchlines and resolving expectancy vio-
lations in social situations (Amir et al., 2015; Franklin & Adams, 2011; Jääskeläinen et al.,
2016). For instance, Jääskeläinen et al. (2016) found that there was decreased activity in
the TPJ upon reviewing humorous content when the violation of the jokes became more
expected. In sum, this evidence suggests that a spoken narrative should engage the TPJ,
especially if it conveys a story with a wealth of social information. Of note, in this specific
context the term engage does not refer to a psychological experience, but rather to the
recruitment of this region’s activity (Grall et al., 2021).

Nucleus Accumbens

The Nucleus Accumbens (NAcc) is a key structure in the brain’s reward system (Knutson
& Greer, 2008; Salgado & Kaplitt, 2015). The bottom-left panel in Figure 2 shows the ana-
tomical location of the NAcc according to the popular Pauli-Atlas (Pauli et al., 2018).
This again matches precisely with an automated meta-analysis of fMRI studies using
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the term “reward” (bottom-right panel). Although these functional associations of the
NAcc are extensively researched and strongly supported, it is important to note that
many underlying studies come from animal research that is separate from the task of
story listening. Moreover, neuroimaging studies with humans often rely on economic
and gambling tasks to interrogate NAcc function. In comparison, studies of the TPJ-
social-cognition link often use text or speech stimuli to present social vignettes, and
thus, have a closer relationship to the current study.

Although the NAcc has been mentioned less often in the literature on story proces-
sing, its foundational nature for reward-related processing and anticipation makes it a
key candidate to explore within this context. In fact, several neuroimaging studies
have found that the NAcc is involved in processes related to the surprise, anticipation,
and affective value of short texts or musical pieces (Berns & Moore, 2012; Mobbs
et al., 2003; Salimpoor et al., 2013). Although, as argued above, the specific story that
will be examined below was not chosen because of its humor, humor does play a role.
Prior work on humor and the NAcc has looked at the role of reward pathway in
humor and found higher levels of NAcc activation when participants viewed humorous
content (Amir et al., 2015; Franklin & Adams, 2011; Mobbs et al., 2003). In sum, there
appears to be a link between humor processing and the NAcc, which justifies further
examination.

To summarize, the auditory cortex, the rTPJ, and the NAcc are candidate regions for
examining the reception of a story. We selected the auditory cortex because it is a starting
point for sensory-perceptual analysis, and we wanted to probe whether measured brain
activity is actually related to expected properties of the sound stimulus. Our main analyti-
cal focus was on the TPJ, however, because its putative functions seem closest to the col-
lective engagement of audience brain activity that we were interested in here.
Additionally, we explored the role of the NAcc in particular. Results for many other
brain regions can be found in the Online Supplement Materials. Whereas past insights
into these three key regions’ functions have many implications for closing the explana-
tory gap between story content and story reception processes, one should keep in mind
that what we know to date comes either from ex-vivo anatomical studies, animal
research, or from studies that do not contain narrative-level information. If narratives
are used as stimuli in neuroimaging, the focus has often been on language processes,
ignoring higher-level narrative content (Huth et al., 2016). As such, only a few studies
have examined related issues and those that did took different analytical approaches
(Grall et al., 2021; O’Donnell et al., 2015). Hence, testing hypotheses in the present
study about assumed brain/content relationships using stories as stimuli is even more rel-
evant. At the same time, theoretically, this endeavor can help further refine concepts and
predictions in narrative theories, and yield a better understanding and explanation of the
reception process.

The present study and hypotheses

The current study examined how listeners’ brains respond to an engaging story, focusing
on story-evoked brain responses in the three brain regions discussed above. Importantly,
the emphasis of this study was on shared or general brain responses to the same story
content, not on individual differences. The motivation behind this is that a story basically
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presents the same input to all listeners, who therefore face similar processing demands.
Therefore, we expected that when people perceive and process the same story, this should
be accomplished by similar neural responses.

We tested hypotheses about the role of three primary regions (auditory cortex, TPJ,
and Nucleus accumbens) during story processing via two general types of analyses.
These two types of analyses, forward analysis and reverse correlation, are introduced
next along with relevant hypotheses and research questions:

The first type of analysis is called forward analysis because it links stimulus features to
evoked brain responses via a forward-logic. For instance, we can assume that specific
physical characteristics (e.g., sound frequency, amplitude) of the story should evoke
brain responses that “track with” variations of this stimulus characteristic (Huettel,
2008). In the case of a spoken story, one easily quantifiable physical characteristic is
the sound waveform’s energy, roughly equal to the loudness. The so-called root mean
squared energy (RMSE) can be extracted as a continuous measure from the raw story
recording. Based on knowledge that the auditory cortex is involved in the sensory analy-
sis of sound and prior studies, we can assume that over-time variations in sound energy
content will be associated with fluctuations in the fMRI signal (Alho et al., 2014). There-
fore, we advanced our first hypothesis:

H1: Variations in RMSE should be associated with the fMRI signal’s strength in the superior
temporal lobe.

There are, of course, numerous other quantifiable aspects beyond the sound’s energy,
which are psychologically more interesting: We could quantify word types, word length,
their syntactic role, or even their semantics. Such analyses are possible (Huth et al., 2016;
Wehbe et al., 2014), albeit this approach has many difficulties getting at narrative-level
information. Therefore, we used a different approach for the present study than this
forward-analysis: reverse correlation.

The reverse correlation approach (Gosselin & Schyns, 2010; Hasson et al., 2004;
Huettel, 2008; Ringach & Shapley, 2010) essentially inverts the sequential logic of the
analysis. Instead of varying stimulus-features and revealing associated brain systems
via forward mapping, this approach starts from the recorded brain activity and identifies
its peaks and troughs; then, it “links back” these responses to the moments in the stimu-
lus that elicited them.2 As an analogy, imagine that one could track the moment-to-
moment fuel consumption of a car during a hilly terrain trip. Then, one might
perhaps find out that periods of peak fuel consumption occur during segments with
high uphill slopes. This type of information can provide a lot of insight into functional
selectivities and the general system function. This reverse correlation approach has
been prominent in visual neuroscience (Hubel & Wiesel, 1962). In social cognition,
however, the approach is less common, which may again have to do with the fact that
few studies have used naturalistic stories or other continuously varying stimuli that
lend themselves to reverse correlation. However, this approach has been successful in
neighboring areas, such as to map brain responses back to specific movie scenes
(Hasson et al., 2004; Wagner et al., 2016).

We therefore adopted the reverse correlation approach for the current study, assum-
ing that signal peaks in the TPJ and NAcc should point us to scenes that feature especially
social or affective content. In other words, our strategy involved creating brain-based
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trailers comprising those parts of the story that maximally engaged individual brain
regions, which we then examined in terms of their content. For the temporoparietal junc-
tion (TPJ), we hypothesized:

H2: The TPJ signal peaks will correspond to scenes that describe socially engaging story
parts.

Specifically, for the present study, occurrences of laughter were used to index such
parts.3 Finally, for the NAcc, we formulated a research question. Although one might
argue that the robust literature on NAcc-involvement in reward and anticipation pro-
cesses, and even its role in humor could warrant an actual hypothesis, the fact that
this work is largely based on very different, non-narrative kinds of stimuli and
different analytical approaches led us to proceed more cautiously.

RQ: How will the NAcc activation peaks relate to scene content, particularly regarding
anticipation and reward?

Method

This study is a secondary analysis of a dataset that is part of a collection of fMRI data
about narratives (Nastase et al., 2019; Willems et al., 2020). Specifically, we used the
data for the story Pie Man because this story has a large sample size, is long and complete,
and was given in a realistic storytelling context during a The Moth live event in New York
City. Data from this story have been examined before, but with a focus on language pro-
cessing (Huth et al., 2016; Lerner et al., 2011) that is distinct from the current focus on
communication and audience engagement.

Sample

The sample included data from 68 participants (age range = 18–45 years,M = 22.5, SD =
4.7; 42 females). Data were originally collected at Princeton University, and all partici-
pants provided informed consent to the IRB-approved study. Further details on the
sample and inclusion criteria can be found in the data paper (Nastase et al., 2019).

Story stimulus

All participants listened to the same story, titled Pie Man, which featured a recording
from the live storytelling event The Moth in New York City in 2008. The Pie Man
story is a humorous piece about a “pastry avenger” at Fordham University, told by its
author, Jim O’Grady, from a first-person narrator perspective (see the transcript in the
supplementary material and recording at https://osf.io/qw2sp). The entire story is
7.5 min long, with a brief introduction and end periods. Overall, 300 functional scans
were recorded while participants listened to this auditory-only stimulus. The recording
is freely available at https://themoth.org/stories/pie-man and was transcribed automati-
cally into 957 words, and the exact temporal onsets of each word are marked.

In terms of content, the story is about O’Grady’s experiences as a journalist when he
reported a series of pastry attacks in the student newspaper. His decision to exaggerate
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the story leads to some unforeseen twists and turns. The piece follows a linear path start-
ing with Pie Man’s first pie-in-the-face attack on a high-powered college dean. The next
segment describes how O’Grady gave Pie Man his name and embellished the original
events. He is then surprised to receive an invitation from the real Pie Man, inviting
him to another planned attack. This all then leads to Pie Man becoming a sensation
on campus. The story ends with an anecdote in a bar, where O’Grady pretends to be
Pie Man as his alter ego to seduce an attractive woman.

Data acquisition and analysis

MRI data were collected using a 3T Siemens Magnetom Skyra scanner. Functional data
were acquired with a TR of 1.5 s and an in-lane resolution of 3*3 mm (slice thickness = 4
mm). Preprocessing was done using fMRIPrep 20.0.5 (Esteban et al., 2019). More details
can be found in the data descriptor paper (Nastase et al., 2019).

Subsequent analyses were then carried out using the NiLearn package (Abraham
et al., 2014) and in-house code. The analysis pipeline is documented in the form of
reproducible Jupyter-notebooks at github.com/nomcomm/narratives_pieman. In
brief, functional data were downloaded, high-pass filtered at 0.01 Hz, detrended,
and standardized, and averaged regional time series were extracted from individual
brain regions.

We extracted functional time series using the Shen-parcellation, which features 268
parcels across the cortex and has been used for analyzing fMRI data during movie-watch-
ing and narrative listening (Shen et al., 2013). We further added 25 anatomically defined
regions from the atlases by Pauli et al. (2018) and Edlow et al. (2012). Thus, the basic data
structure comprised 300 functional volumes, 293 regions, and data from 68 participants.

The three primary regions of interest – the auditory cortex, the right TPJ (rTPJ), and
the NAcc – were identified based on their overlap with the NeuroSynth meta-analysis
maps (Yarkoni et al., 2011; Figure 2) and their anatomical location (e.g., NAcc in the
Pauli-atlas). Additionally, we carried out data-driven analyses for all other regions,
which are reported in the Supplementary Materials.

For the forward correlation analysis, we quantified the RMSE sound energy via the
RMSE extractor from the pliers package (McNamara et al., 2017). RMSE scores were
extracted from the raw audio recording, downsampled to match the resolution of the
fMRI signal, and shifted by 3 TRs to account for delays in the hemodynamic response
function. The resampled and shifted RMSE time course was then correlated against all
293 time courses from each brain region. The resulting correlation values were
mapped back onto the brain (see Figure 3).

For reverse correlation analysis, we focused on the fMRI signal recorded from the
auditory cortex, TPJ, and NAcc. To identify moments of significant activation across
the group of listeners, we computed – for each volume/moment – a t-score based on
the mean divided by the standard error of the mean (see Hasson et al., 2004). This pro-
cedure was used to identify significant peaks and troughs in each region’s fMRI signal
across the audience (see Figure 4). Specifically, the vector of point-by-point t-scores
was thresholded at a value of two, which corresponds to a 95% confidence interval
around the data points at each story moment, or a significance threshold of p = .025
(two-sided testing).
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To reverse-correlate peak and trough moments back to the stimulus, we used (a) the
textual transcript with time-stamps for each word, and (b) the original audio recording of
the story. Specifically, we identified all words and all story segments that fell within the
interval identified by the peak- and trough-significance-thresholding analyses. We then
inspected the resulting text and recreated a trailer that concatenated the respective “story
snippets” into one new recording, such as the “TPJ-peak-hot-takes.”

Results

Forward correlation of sound energy to brain activity

H1 stated that variations in RMSE, a measure of a sound’s physical property, should be
associated with the fMRI signal’s strength in the superior temporal lobe. The underlying
logic is that the soundwave is the medium that carries the stimulus content to the brain,
so that subsequent psychological processes are logically contingent on the fact that the
sound reaches the brain, gets transduced into neural signals, and analyzed along a gra-
dient from sensation to cognition. To assess how the sound drives the brain signal, we
first extracted the RMSE of the recording. Computing the correlation between the
RMSE-sound-feature and the time-varying brain activity confirmed a highly robust

Figure 3. Result for forward correlation analysis. The sound waveform’s (top panel) auditory signal
energy (RMSE-panel, resampled to match the resolution of fMRI) predicts fMRI activity strength in
bilateral auditory cortex (bottom left). The figure at the very bottom illustrates the result of a Neuro-
Synth meta-analysis for the term “auditory” (see also Figure 2). As can be seen, the results match
almost perfectly. The scatterplot on the right represents the correlation between the RMSE feature
and the fMRI signal from the right auditory cortex.
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Figure 4. Reverse correlation results for the Temporoparietal Junction. Shaded regions around the group-averaged rTPJ signal represent SEM. Colored peaks and
troughs indicate significant signal increases or decreases, respectively. Based on the time points of these peaks, we reversely identified (reverse-correlated) the
corresponding scenes from the story transcripts, and rearranged the raw audio recording to produce a brain-based trailer, i.e., scenes that produce significant
activations or deactivations (p < .025) in the rTPJ. These trailers can be listened to at https://osf.io/qw2sp.
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correlation between the sound energy and activity in the primary auditory cortex – bilat-
erally. These results, which supported H1, are shown in Figure 3.

Reverse correlation of audience brain activity back to story moments

H2 examined the relationship between rTPJ peak activity and story scenes, whereas the
RQ focused on the NAcc peaks. Figure 4 (TPJ) and Supplemental Figure 1 (NAcc) illus-
trate the results from the reverse-corelation analysis for these two regions. Specifically, we
reverse-correlated both the words that fell within each region’s peak or trough window
and created brain-based trailers (“TPJ-hot-takes”). We provided these trailers for listen-
ing in an online repository (https://osf.io/qw2sp) because it is difficult to convey the
overall impression. Figure 4 also shows the text segments associated with the rTPJ
peaks and Figure 5 provides an additional visualization of the entire story text color-
coded by rTPJ activity level.

The picture that emerges for the rTPJ is that this region’s peaks point to socially sen-
sitive and engaging moments in the Pie Man story. Specifically, reading the text-segments
or listening to the trailer revealed that TPJ peaks identify a surprising norm violation,

Figure 5. Illustration of rTPJ brain activity time course and story text. The story text is presented in
color-coded fashion, such that warmer colors represent higher fMRI activity levels (based on the
group-averaged time course). Color-coding is based on the normalized and centered activations to
range between zero (blue) to one (red). Note that e.g., the introductory music, pauses, and emphases
are part of the original audio stimulus, but these are not visualized. A higher-resolution image can be
found at https://osf.io/qw2sp.
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moments that call for social inferences and perspective-taking, and sexual innuendo. One
potential criticism of this descriptive result is that labeling the scenes as containing norm
violation, sexual innuendo, etc. could be open to interpretation. We acknowledge this
issue, which is due to the fact that we examined here only a single, short story
consisting of less than 1000 words and a rather peculiar set of scenes. In principle, one
would want to quantify and compare textual characteristics associated with peaks and
troughs by submitting the identified text segments to automated analysis methods or
more well-defined coding categories. However, we noted that dictionary-based
methods are not suitable for this because the meaning emerges at the story rather than
the word level.

In lieu of computerized methods, we used human-based content analysis that coded
the TPJ-trailers for occurrences of laughter. Laughter provides a strong criterion for audi-
ence impact and one that is clearly codeable. We found that out of the 11 segments ident-
ified by the rTPJ-peak-analysis, eight contained laughter. For the trough-segments, of
which there were 14 in total, there were only four containing audience laughter, and
two of these were not very strong. A chi-squared test suggested that these ratios
(peaks: 8:3, troughs: 4:10) were significantly different (χ2 = 4.81; p = 0.028). Thus, the
peak trailers contained more socially engaging (or laughter-evoking) content, which sup-
ported H2. This pattern of results was thus compatible with the putative functions of the
TPJ. However, the results were still somewhat surprising because the Pie Man story was
quite engaging throughout, which could have masked effects.

The same methods as for the TPJ were also used to analyze data from the NAcc, and a
similar figure as for the TPJ (Figure 4) is reported in Online Supplemental Figure 1. The
results indicated the NAcc activates more strongly during segments that one could
characterize as anticipatory or references to future states (e.g., So the first thing I did
… , A few days later… .). Again, listening to the compiled snippets trailer can provide
a better impression (see https://osf.io/qw2sp) since the trailer also conveys prosodic
cues like emphasis and rising vocal features. It should be noted, however, that the
signal in the NAcc is more noisy than for the TPJ, the peaks are less pronounced, and
the overall picture is not as clear cut as for the TPJ. Also, given the limits of fMRI’s tem-
poral resolution, these results should be interpreted with some caution (Sabatinelli et al.,
2009).

Discussion

There is no shortage of popular science, conventional wisdom, and expert advice that a
good story keeps the audience engaged. However, little work has studied these mechan-
isms from a neural perspective that can examine brain responses across audiences during
story listening on a moment-to-moment basis. Here, we examined how a story engaged
the brains of over 60 listeners.

First, H1 stated that variations in RMSE should be associated with the fMRI signal’s
strength in the superior temporal lobe. The result that the auditory cortex activity
tracked well with the sound energy feature, as shown in Figure 2, supports H1. Although
this result is unsurprising, it confirms predictions about how the auditory system works.
Moreover, given the complexity of real-world stories compared to the simple, isolated
sound stimuli used in most previous fMRI studies, it is encouraging to replicate these
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findings in the ecologically more valid context of listening to a naturalistic story in its
entirety (Hasson & Honey, 2012; Miller et al., 2019).

Perhaps the most important result of this study is that the reverse correlation
analysis of the rTPJ identifies key scenes of the story. This link between the rTPJ
and socially engaging story parts is compatible with a large body of research from
the past 20 years of neuroimaging that has demonstrated a role for the rTPJ in
social cognition. Numerous studies manipulating social-cognitive functions, such as
empathy, theory-of-mind, agency, or attentional reorienting, have consistently
observed increased rTPJ activation (Decety & Lamm, 2007). However, due to many
methodological challenges of studying the reception of natural stories via neuroima-
ging, virtually no study has examined how the TPJ responses of an audience relate to a
story’s content. Instead, comparisons have always been made only between different
messages, such as speeches rated as strong vs. weak (Schmälzle et al., 2015), or health
messages perceived as subjectively effective vs. less effective (Imhof et al., 2017, 2020).
Critically, as we discuss further below, it is not the goal of this study with a story
stimulus to isolate any of the TPJ’s specific subfunctions, or to claim that the TPJ
is exclusively related to any single verbalizable or operationalized task role.
However, listening to the audio-scenes associated with the TPJ peaks (see https://
osf.io/qw2sp) demonstrates that peak points happen during socially engaging
scenes, as defined by their ability to evoke audience laughter. Of course, we acknowl-
edge that laughter is only one way to operationally define social engagement. Moving
forward, we foresee an increased use of natural language processing tools to analyze
these scenes’ textual content, although this remains a challenging task (Bisk et al.,
2020). In any case, the current results are compatible with a role for the TPJ in atten-
tional regulation and social processes, and whatever specific representational content
the TPJ operates over, these functions’ demand is highest during these particular
scenes.

These results are also relevant in the context of recent results by Huth et al. (2016).
Briefly, they also used stories from The Moth in fMRI experiments, but they relied on
a different methodological approach than ours. Specifically, they used very few subjects
(N = 7), but hours of The Moth stories, for which they annotated every word based on a
word embedding model (Hirschberg & Manning, 2015). This leads to a similar approach
as the one we used for the RMSE-audio-feature, but at the level of word-meanings. This
can yield associations between word-level meaning and regional brain activity. Inspect-
ing the results of these analyses specifically for the rTPJ reveals that this region is respon-
sive to social words, such as husband, brother, father, died, or remarried, to name a few.
However, it is essential to note that Huth et al. (2016) approach operates only at the level
of single words, which is different from a story that builds a context over words. Never-
theless, the results from various studies – including task-based activation (Decety &
Lamm, 2007), word-level encoding (Huth et al., 2016), and the current reverse corre-
lation study – all show that the rTPJ is involved in functions that seem critical for listen-
ers’ ability to follow and respond to the social content of a story.

Moving on to the reverse correlation results for the NAcc, our findings are also com-
patible with its putative theoretical functions regarding reward and anticipation. As
shown in Supplemental Figure 1, the peak-trailers could be understood as moments of
funny surprise or mounting anticipation (e.g., the “listen up, punk” scene or the
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ending, where O’Grady claims to be Pie Man and the girl says “tell me all about it”).
These observations are certainly promising, but we want to exert some caution at this
point: Whereas the result for the auditory cortex provides a robust validation and the
TPJ result confirms our prediction, our confidence in the NAcc findings would be
strengthened if we had more evidence about NAcc activity during stories, which will ulti-
mately require more data.

Despite these caveats, it is promising that one can produce these trailers using an
objective analytic procedure, and the reverse correlation approach also has the theoretical
potential to bring communication and neuroscience into better contact. However, in
doing so, there is potential for misunderstanding the reverse correlation approach and
its theoretical underpinnings, and thus we will next distinguish it from the potentially
problematic reverse inference.

The theoretical distinction between reverse correlation and reverse inference

In the forward correlation analysis, we quantified a property of the stimulus (RMSE). We
then predicted that this property should track with brain activity in regions known to be
involved in sound analysis, which it did. This forward correlation follows the logical
causal sequence of information flow that goes from message content to the brain.

Things get more complicated when interpreting the reverse correlation analysis, and there
is danger that it could be confused with reverse inference, which points to something different.
In particular, reverse inference refers to conclusions that are drawn about a hypothetical
psychological process based on observed brain activation (Schmälzle & Meshi, 2020). For
instance, if we took the activation of the TPJ as an indication that listeners were mentalizing
(or any other psychological task or experience), then that would be a reverse inference.

The reverse correlation procedure, however, is distinct from reverse inferencing.
Specifically, reverse correlation links back from the response to a stimulus to the
actual content of the stimulus that produced the response. Reverse correlation is primar-
ily about the brain response and its relationship to stimulus content. Thus, it does not
involve inferring what psychological experience the participants in the scanner may or
may not have had. However, when we interpret the trailers in terms of their content,
then one is easily drawn to make inferences, like the observation that the rTPJ-peak-
trailer contains moments of the story that are critical and funny points for the plot. Inter-
preting these results in light of the putative function of the TPJ is fine and can offer many
interesting insights, or even discoveries of new functional associations, but we must
proceed with caution.

Broader implications

Having clarified the reverse correlation analysis, we next discuss why this approach has
potential for communication science – theoretically and in terms of applications. Theor-
etically, the approach is so attractive because it focuses on something central for stories:
content. Indeed, stories are so popular because they feature rich content that produces
strong effects, and the same could be said about communicative messages and media
more broadly. However, much of the experiments done in social and cognitive neuro-
science are still extremely weak in their content richness, featuring only a few isolated
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words or images. Stimuli with such impoverished meaning are not appropriate to engage
the kinds of social-cognitive and affective processes that narrative and communication
scholars are interested in (Grall et al., 2021; Wilcox et al., 2020).

As more and more neuroimaging studies use stories and related stimuli, however, the
reverse correlation provides a principled way to examine the nexus between content and
audience responses, and to link back and forth between these domains. Given that the
reverse correlation is relatively underused, we see the potential for synergies here. In par-
ticular, content analysis is a traditional strength of communication science. Thus, as
larger datasets with many different stories and hundreds of listeners become available,
opportunities for linking content features of messages to objectively measured brain
responses will increase and the current approach could be further merged with entertain-
ment theory. For instance, several theories, such as affective disposition theory (Zillman
& Cantor, 1977) or dual-process models of entertainment (Tamborini et al., 2021)
suggest ways to analyze content that could be integrated with the present approach of
measuring how such content engages audiences’ brains. Given that these models also
make predictions about psychological experiences and outcomes (e.g., story enjoyment,
character liking etc.), neural data may be helpful for testing their predictions at a more
mechanistic level. The current study of forward (auditory content/RMSE → brain
activity) and especially reverse (higher-level social content ← rTPJ) correlations,
however, deliberately placed the issue of these psychological processes aside, in part
because no data about audience experiences was available, but also because both forms
of data (i.e., content properties and brain responses) are in the realm of observables,
not psychological constructs.

In terms of potential applications, perhaps the most obvious one is that the approach
can be used to produce automated trailers based on reverse correlations from brain
activity. It is an interesting question, also from a theoretical point of view, whether
experts would create similar trailers, or how expert-created trailers would differ from
the ones that are created based on audience brain responses. Of course, this approach
can be applied not only to data for spoken stories, but also for book previews, album out-
takes, and so forth. Indeed, several studies have shown promise in predicting the success
of cultural products from brain activity data (Berns & Moore, 2012; Salimpoor et al.,
2013) and recent work points to the potential of neural data to forecast real-world
message effects (Coronel et al., 2021; Dmochowski et al., 2014; Falk & Scholz, 2017;
Imhof et al., 2020; Schmälzle et al., 2020; Weber et al., 2015). However, these studies
all measured brain responses to existing messages, whereas the reverse correlation
approach allows one to select subsections of a message that maximize regional brain
activity. Future work might thus link brain-based trailers to their success in the field,
and doing so could give us more insights into the mechanisms by which specific
content aspects of stories produce brain responses, which then make messages successful
among large audiences.

Limitations and future directions

One limitation is that since this study uses a social-cognitive and communication perspec-
tive to examine a pre-existing dataset, it would have been desirable to have more data about
how the participants responded to the story at the subjective level (e.g., story liking). Since
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this is not possible, all we can know about participants is their demographics and the fact
that they could understand the story – or else their data were excluded (Nastase et al.,
2019). Having such data would also be beneficial to study individual differences,
whereas we focused here only on the common response of an audience.

Another limitation is the limited temporal resolution of fMRI as well as potential time
lags. A single fMRI volume spans an entire short sentence, thereby blurring over any fast-
paced changes. This fundamental limitation of fMRI invites new measures, such as elec-
troencephalography, which could offer further insight into the neuromodulatory systems
that are engaged by surprise, social cognition, or other socio-motivational responses to
dynamic media (Imhof et al., 2020).

The current study also focused primarily on three regions that were selected for theor-
etical, a-priori reasons. However, the brain includes other regions, and regions interact in
complex ways to accomplish comprehension, engagement, and so on (Fisher et al., 2021;
Huskey, et al., 2018a). Although this does not invalidate our approach, future research
could examine responses in other regions or perform network-based analyses. That
said, we do provide results for other areas in the supplementary online results.

On a related note, one could also compute the reverse correlation analysis for other
features of the fMRI time series. For instance, although the current study focused on
the regional response time courses and their peaks, one could use this approach to
focus in on the connectivity between regions. One might then find that the connectivity
or coactivation of specific regions, or configurations of regional activity, might be par-
ticularly associated with highly engaging scenes. Such results would be theoretically
interesting for theories that link networked brain activity to media effects (Huskey
et al., 2018b), and again, eminently applicable from a practical perspective.

Last, given the context of audiences listening to entertaining stories, one would wish
for a more diverse sample of different stories, and possibly also different settings beyond
The Moth. For instance, an interesting extension might be to consider how fluctuations
in language difficulty throughout a story affect how subjectively engaged audiences are,
and ultimately, how effective stories are (Bullock et al., 2019; Busselle & Bilandzic, 2009;
Schmälzle et al., 2015). Thus, by studying how audiences’ brains respond to stories across
contents and contexts, we can expect more profound and more generalizable insights
into the phenomenon of how stories are processed.

Conclusion

In the present study, we used neuroimaging to examine the reception of an entertaining
story. Using a reverse correlation approach, we found that consistent response peaks of
the rTPJ across listeners’ brains identified peak moments in the story. These findings add
insight into the social-cognitive mechanism of story processing and particularly the
remarkable sensitivity of the TPJ for socially engaging content. That the TPJ is a hub
for social cognitive processes was already known, but with very few exceptions, the
body of knowledge on social neuroscience has not been linked to communication and
audience response measurement. Consequently, this study illustrates how stories offer
fruitful ground for studying these phenomena in ecologically relevant settings and
linking them to communication theory in order to more fully understand communi-
cation processes.
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Code to reproduce and document the analyses is accessible online at https://osf.io/qw2sp
and github.com/nomcomm/narratives_pieman.

Notes

1. Critically, we provide macro-level overview rather than a microscopic account of these sub-
systems. There are other relevant systems that we skip over here, particularly the complex
topic of neurolinguistics. The supplementary materials provide analyses of hundreds of
additional regions. Also, this is a somewhat simplified theoretical account of how the
brain transforms information from simple sounds into complex meaning, emphasizing
modularity and serial processing.

2. Please also see the extensive argument about the distinction between reverse correlation and
reverse inference in the Discussion.

3. Laughter provides an objective criterion for strong audience impact and one that is clearly
codeable. The decision to use laughter as an index of socially engaging content as opposed to
other operationalized indicators has to do with the fact that only one particular story is used
in this study, which naturally limits the number of peaks and story segments that are avail-
able for reverse correlation, including the contents that are covered by the story. In the
future, we envision that larger datasets will enable to reverse-correlate from corpora con-
taining hours of story content with thousands of brain activation peaks, enabling analyses
that go beyond laughter. For this study, however, we use laughter as an objective criterion,
but we encourage readers to examine the sound trailers and text segments.
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