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RESEARCH ARTICLE

Comparing AI and human-generated health messages in an Arabic cultural 
context
Syed Ali Hussain a, Ralf Schmälzle b, Sue Lim b and Nassir Bouali a

aCollege of Communication, University of Sharjah, Sharjah, UAE; bDepartment of Communication, Michigan State University, East 
Lansing, MI, USA

ABSTRACT
Background: AI is rapidly transforming the design of communication messages across 
various sectors, including health and safety. However, little is known about its effectiveness 
for roughly 420 million native Arabic speakers worldwide.
Objective: This study examined characteristics of AI vs. human-generated road safety mes
sages for a potential roadside billboard campaign in the United Arab Emirates.
Method: The study includes a computational analysis and an online evaluation with 186 
participants from the United Arab Emirates (UAE), comparing messages generated by AI with 
those created by humans. To achieve this, an AI model (GPT-4) was utilized to generate 15 
road safety messages, while three human experts created another set of 15 messages. 
Computational text analysis was employed to examine these messages, followed by an online 
study in which human participants evaluated all messages based on message clarity and 
message quality.
Results: The computational analysis revealed that AI-generated messages exhibited more 
positive sentiment with no significant differences in terms of readability/text difficulty. 
Participants evaluated both AI- and human-generated messages highly in terms of message 
quality and clarity, but human-generated messages were rated as slightly and significantly 
higher in terms of clarity.
Conclusion: These results add to a rapidly growing body of research demonstrating that AI- 
generated messages can augment public communication campaigns and point towards the 
need to assess how diverse, international audiences respond to AI-generated content.

PAPER CONTEXT
● Main Findings: The study results show that AI-generated health messages exhibit more 

positive sentiment and are rated slightly lower in clarity compared to human-generated 
messages but are similarly rated in quality.

● Added Knowledge: The study demonstrates AI’s potential to generate culturally sensitive 
messages for public communication in a highly diverse Arabic-speaking population.

● Global Health Impact for Policy and Action: The study provides evidence of the feasi
bility of using AI-generated content to enhance health campaigns globally, emphasizing 
the importance of integrating cultural and linguistic adaptability into AI-driven public 
health messaging.
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The emergence of Artificial Intelligence (AI) marks 
a significant turning point in how communication 
campaign messages are designed and evaluated. To 
date, most research examining AI-generated mes
sages has focused on the US, Europe, China, and 
India, as they are major players in AI model devel
opment. However, it is clear that the messages gen
erated by AI models are disseminated among 
worldwide audiences, thus highlighting the need to 
study them in other countries and among audiences 
who may differ from the aforementioned nations/ 
cultures. Creating a health communication campaign 
for diverse population requires designing messages in 

multiple languages while ensuring that they are com
prehensible, effective, and acceptable across cultural 
groups, and demographics. This challenge is the cen
tral topic of the current paper, which examines the 
potential of AI for road safety message generation in 
the culturally and linguistically diverse contexts. 
Specifically, this paper examines AI’s potential in 
creating effective messages for potential road safety 
campaigns in the context of the United Arab 
Emirates (UAE), one of the world’s most ethnically 
and culturally diverse countries [1].

This paper is organized as follows. First, we discuss 
AI methods for message generation and review 
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related empirical studies and theoretical challenges. 
Next, we address the need for road safety messages 
that meet quality standards. We then focus on the 
issue of texting and driving, a risky behaviour in the 
UAE that public communication campaigns can 
address. Finally, we present the study’s method, 
results, and discussion.

Background

The rise of artificial intelligence for message 
generation and current challenges

As of 2024, AI is increasingly used in various areas of 
persuasive communication, including safety and 
health messages, advertising, and politics. Given that 
public communication campaigns require effectively 
conveying information to audiences, which relies 
heavily on language [2,3], this development stands 
to massively influence the theory and practice of 
campaigning.

Current large language models (LLMs) are already 
capable of generating communication content to 
inform (i.e. raise awareness and convey factual 
knowledge) and influence [4–7], and a swiftly grow
ing body of research deals with using AI for message 
generation across virtually all communications con
texts. For instance, AI has been used to generate 
advertisements, political slogans, short tweets, health 
messages, educational summaries, and messages for 
dozens of other special-interest domains [8,9]. 
Despite remaining challenges, generative AI is 
quickly transforming how communication content is 
being created, embodying the previously mythical 
‘muse in the machine’ [10] that can come up with 
new messages almost instantly and with great variety.

Undoubtedly, the few studies published to date 
have barely scratched the surface of this new nexus 
between communication and generative AI. Rather, 
a great deal of communication research is needed to 
clearly understand the capabilities (e.g. whether AI- 
generated messages differ structurally and how they 
are perceived [11,12] and limitations or risks of AI 
systems (e.g. the risk of hallucinating false content 
[13]), how users respond to them (e.g. whether it 
matters that messages are labelled as AI-generated 
[4]), and so forth. Based on the still limited, but 
rapidly growing number of studies, it seems that AI- 
generated messages are generally evaluated as accep
table if not better than human-generated comparison 
messages [5–7,12–14].

The potential of AI-based health message design 
for non-english-speaking audiences

Within this context, one challenge for AI is designing 
messages in multiple languages. Most AI systems are 

trained in English. Other languages are substantially 
less prominent. Although the field of multilingual AI 
has made significant progress and the large founda
tion language models master multiple languages, they 
are still most proficient in English, and the eventual 
negative consequences of their English advantage are 
not well understood. About applied linguistics for 
health messages, this matters because communicators 
are supposed to be unbiased. Theoretically, one 
would assume that a given health message should be 
equally effective in English as in another language. 
For instance, the simple fact-statement ‘smoking kills’ 
can be expressed in many different languages, such as 
Russian: ‘Курение убивает’, Spanish: “Fumar mata.’, 
French: “Le tabac tue.”, German: “Rauchen tötet.”, 
Arabic: “ لتقينيخدتلا .”, Korean: ’흡연은 죽음을 가져 
옵니다.” However, not all health messages are of 
such a simple and strictly factual kind. Instead, health 
communicators often try to adapt their messages to 
characteristics of the audience, making them cultu
rally sensitive.

Road safety campaigns across the World and 
specifically in the UAE

Road safety campaigns play a crucial role in reducing 
traffic-related injuries and fatalities by targeting dri
ver behavior [15,16]. Traditional campaigns use mass 
media, such as billboards and, to some extent, social 
media, to deliver brief messages where drivers are 
likely to see them. Research indicates these campaigns 
can improve behaviors like seatbelt use and reduce 
speeding or texting when messages are clear, relevant, 
and repeated enough [17]. However, ensuring these 
messages resonate with diverse audiences and lead to 
lasting change remains challenging. The development 
of effective safety communication is essential, espe
cially with new technologies like AI offering potential 
for personalized messaging.

In the UAE, road safety is a major concern. Like 
the U.S., the UAE is car-centric, with rapid urbaniza
tion in cities like Dubai contributing to traffic safety 
issues [18]. In 2022, road injuries increased by 15%, 
with 65% of deaths and 57% of injuries caused by 
distracted driving, tailgating, driving under the influ
ence, and negligence [19].

Crafting messages for the UAE requires careful 
consideration of its cultural diversity. With over 
90% of its population being immigrants, the country 
has a wide variety of languages, religions, and socio- 
economic backgrounds [20]. Additionally, the driving 
population’s attitudes toward risk, safety, and traffic 
laws differ significantly from those in the U.S. or 
Europe. Taken together, the creation of road safety 
messages may not translate in a one-to-one fashion 
from US or European contexts. In the case of human 
message generation, this could be addressed by 
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ensuring that message creators, focus groups, or copy 
testing/message pretesting are done with appropriate 
representation from local experts or audiences. 
However, in the case of using AI to generate mes
sages, it remains an open question whether AI- 
generated messages would be on par with human- 
generated messages, as recent work using US-based 
LLMs in US-samples suggests [12,14,21].

The current study

There is a need to examine the capabilities and lim
itations of generative AI, particularly in contexts out
side well-studied Western settings. While generative 
AI has been explored in areas like marketing, health 
communication, and political messaging, we found 
no studies specifically addressing road safety. Given 
the societal importance of road safety and the likely 
future use of generative AI in this field, our objective 
was to assess AI-generated road safety messages. 
Specifically, we set out to compare AI-generated mes
sages and human-generated messages. For this pur
pose, we used an AI-model (GPT4) to generate 15 
road safety messages and had 3 human experts gen
erate 15 messages. We then used computational text 
analysis to examine these messages and conducted an 
online study in which human participants evaluated 
all messages in terms of message clarity and message 
quality.

Method

All analyses were conducted in python, and we docu
ment the analyses via reproducible Jupyter notebooks 
(https://github.com/nomcomm/uae_billboard_ai). 
Statistical analyses were also run in JASP program.

Generation of human and AI-crafted road-safety 
messages

Human message generation process: First, we ana
lyzed and discussed the issue (situation analysis) 
and audience (audience analysis), with a focus on 
the diversity in UAE. Next, we evaluated existing 
campaigns (previous campaign analysis) in the UAE 
and noticed a large number of multilingual messages, 
in both English and Arabic language, mostly pre
sented side-by-side. The first three authors reviewed 
existing health campaign messages for road safety 
and came up with 15 messages each. Example mes
sages include, ‘In a split second, you could ruin your 
future, injure or kill others, and tear a hole in the 
heart of everyone who loves you.’ From a pool of 45 
message candidates, the authors then selected 15 
messages for the study.

AI message generation process: For the AI- 
generated messages, we used the ChatGPT interface 

and prompted it to generate 15 messages for an 
intended roadside billboard campaign in the UAE 
(for details see Supplementary Materials). The 
authors then went through the messages and con
firmed that they were appropriate for the study’s 
purpose.

Message translation and cultural appropriateness: 
We ensured that human-generated messages incor
porated Arabic linguistic norms, cultural values 
(family, responsibility, and religious principles), and 
metaphorical expressions. AI-generated messages 
were prompted with cultural cues and reviewed by 
a native Arabic speaker. Additionally, messages were 
presented bilingually to reflect the UAE’s multilingual 
landscape, and the participant pool included a diverse 
mix of Emiratis and Arabic-speaking expatriates. 
Once the messages were generated and selected, 
a native speaker translated all messages into Arabic. 
The final messages were then put on a pictorial bill
board stand (Figure 1), showing both the English as 
well as the Arabic language version of each of the 30 
road safety messages.

Computational comparison

To examine and compare characteristics of AI- and 
human-generated messages, we inspected word-cloud 
visualizations of the messages and assessed word fre
quencies (n-grams). Next, we analyzed per-messages 
text difficulty scores via the SMOG method [22,23] 
and per-message sentiment scores via the VADER 
package [24]. All data and Python scripts used to 
reproduce these data are available at (https://github. 
com/nomcomm/uae_billboard_ai). In brief, SMOG 
(Simple Measure of Gobbeldygok) is a readability sta
tistic that is widely used in healthcare. It is similar in 
principle to the famous Flesch/Kincaid reading ease 
metrics, which gauge the number of years of educa
tion required to understand a text. The SMOG-index 
is calculated via the python package Textacy, which is 
a wrapper around the popular spaCy package for 
natural language processing. VADER (Valence 
Aware Dictionary and sEntiment Reasoner), on the 
other hand, is a python-based package that uses 
a lexicon in combination with rule-based algorithms 
to quantify text sentiment in messages. Thus, we 
submitted each message – human or -AI-generated 
– to the SMOG and VADER-functions, yielding one 
computational score for each message and each 
measure.

Human evaluation (online study)

Participants
A total of 205 respondents from the UAE com
pleted the study, which was approved by the local 
ethics review board. The study targeted a diverse 
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group of participants, including Emirati nationals 
and expatriates, to reflect the UAE’s multicultural 
demographic. Recruitment was conducted through 
university networks, in-person announcements, and 
flyers, with two authors introducing the study in 
undergraduate and graduate classes. Interested 
individuals accessed the survey via Qualtrics or 
a QR code. Given that over 90% of the UAE’s 
population comprises expatriates [20], the sample 
was designed to include both Emiratis and non- 
Emirati Arabic speakers. We discarded responses 
from participants who finished in less than 200  
seconds or provided incomplete responses, leaving 
186 participants (49 self-identified males, 127 
females, mage = 21.9 years; sd = 4.9). 50% of the 
sample had UAE nationality, and all spoke either 
English or Arabic, and the majority had at least 
basic command of both languages. The final sample 
consisted of 50% Emirati nationals, with the rest 
representing Arabic-speaking populations from 
Egypt, Jordan, Saudi Arabia, Iraq, and Syria. This 
distribution aligns with UAE demographic reports, 
which highlight the significant presence of Arabic 
speakers from the region [18]. Additional details on 
participant demographics, sub-audiences, and their 
responses to specific messages are reported in the 
Supplementary Materials.

Procedure
The 30 candidate messages were displayed in random 
order, using the online survey platform Qualtrics. Thus, 
participants saw all messages but could not know 
whether they were generated by AI or humans. To 
increase realism as a formative evaluation study for 
a potential road safety campaign, we displayed all mes
sages on a photograph of a billboard. Participants eval
uated all messages in terms of perceived message clarity 
and perceived message quality (asking for Clarity: 
‘Please evaluate the following message in terms of 
whether it is clear and easy to understand.’; and for 
Quality: ‘The content and quality of this message is 
designed to promote safe driving. Please indicate how 
much you agree.’). Participants’ answers were collected 
using a 5-point Likert-scale with response options ran
ging from very clear to very unclear (for clarity) and 
from strongly agree to strongly disagree (for quality). 
The survey also asked questions about demographics, 
driver status, and language competency.

Data analysis

Analyses were conducted in python and via Jupyter 
notebooks [11] and the JASP [25] software package. 
All data and scripts are available at (https://github. 
com/nomcomm/uae_billboard_ai). We compared 
computational metrics of readability and sentiment 

Figure 1. Study overview. ai-generated and human-generated billboard messages were created and compared via computa
tional methods and human evaluations. The right panel shows 8 example messages as they were shown along with Arabic 
translations on images of billboard stands (see Supplementary Materials for the entire list).

4 S. A. HUSSAIN ET AL.

https://github.com/nomcomm/uae_billboard_ai
https://github.com/nomcomm/uae_billboard_ai


between AI- and human-generated messages via 
independent sample t-tests. Data from the online 
study of message evaluations were downloaded, 
cleaned, and averaged for each message as well as 
by source categories (generated by humans or AI, 
respectively). To test for differences between AI- 
and human-generated messages, we computed lin
ear mixed effects analyses for each measure, which 
allows modelling the variance by individual mes
sages [26] as well as participants.

Results

Computational comparison

Computational analyses were performed to compare 
metrics of word frequency, reading ease, sentiment, 
and semantic similarity or AI- and human-generated 
road safety messages. Results revealed that the AI- 
and human-generated messages are comparable in 
terms of word frequency statistics and reveal expect
able choices of words related to safety and distraction 
(Figure 2) The metrics of reading difficulty (SMOG 

Figure 2. Examining the billboard messages with NLP-analytic tools reveal similarities and differences between human- and AI- 
generated text.
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score) have comparable distributions between AI- 
and human-generated content and did not differ in 
terms of their means (mreadability:human  = 4.46, sd  
= 1.96; mreadability:AI = 5.84, sd = 2.39; t(28) = 1.68; p  
= 0.10). However, with regard to message sentiment, 
the AI-generated messages had a more positive senti
ment overall (msentiment:human  = 0.04, sd  
= 0.5; msentiment:AI = 0.7, sd = 0.21), and this difference 
is statistically significant (t(28) = 4.52; p < 0.001; see 
Supplementary Materials for further details).

Comparing evaluations of message clarity and 
quality

Analysis of the human message evaluations revealed 
that all messages were judged around 4 on a 5-point 
scale (Table 1). Nominally, the human-generated mes
sages have a slightly higher group mean compared to 

AI-generated messages, both in terms of perceived 
clarity and quality (mhuman:clarity = 4.08, mAI:clarity  
= 3.89; mhuman:quality = 4.12, mAI:quality = 4.04). 
However, the AI-generated messages were less variable 
(i.e. more consistent compared to the human- 
generated ones, which often include the best and 
worst messages from the pool (sdhuman: clarity= .28, 
sdAI: clarity = .12; sdhuman: quality= .31; sdAI: quality= .14).

Statistical assessment of these differences con
firmed a difference between AI-generated and 
human-generated messages in terms of perceived 
message clarity (Figure 3), FSource: Clarity (1, 33.19) =  
5.09; p = 0.03, but there was no difference in terms of 
perceived message quality between AI- and human- 
generated messages (FSource: Quality (1, 31.9) = 0.78; p =  
0.38). Additional data and results are presented in the 
Supplementary Materials.

Discussion

This study compared human- and AI-generated road 
safety messages in the context of the UAE using 
computational text analyses and human evaluations 
of message clarity and quality. The results from the 
computational analysis show that AI-generated mes
sages use similar words, focus on similar topics, and 
they achieve similar scores in terms of text difficulty. 
Interesting observations from this stream of analyses 

Table 1. Average evaluations of human- and AI-generated 
Road Safety Messages in terms of clarity and quality.

Human-generated 
Messages

AI-generated 
Messages

Statistics 
(LME)

Message 
Clarity

4.08 
(.28)

3.89 
(.12)

FSource: Clarity = 
5.09 
p = .03 *

Message 
Quality

4.12 
(.31)

4.04 
(.14)

FSource: Quality = 
.78 
p = .38

Figure 3. Average evaluations of individual human- and AI-generated Road Safety Messages in terms of clarity and quality. 
Scales range from 1–5.
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were that AI-generated messages have higher senti
ment. This could be explained based on how LLMs 
are trained based on filtered content and reward 
modelling via reinforcement learning from human 
feedback [27]. Another interesting result was that 
despite our familiarity with the immense knowledge 
stored in LLMs, we were still surprised by its relative 
ability to get involved with the cultural context of 
the UAE, and to generate messages that honour this 
context. The study aligns with studies that advocate 
for culturally sensitive messaging in communication 
campaigns [28].

Results from the human evaluation study showed 
that human-generated messages were rated slightly 
higher for perceived clarity than AI-generated ones, 
but this difference was statistically significant with 
a small effect size. There was no significant difference 
in perceived quality between human- and AI- 
generated messages, aligning with previous research 
where AI messages were rated well [4,11,12,29], except 
when participants knew they were AI-generated [4]. 
Generally, both human- and AI-generated messages 
were rated high quality (~4 on a 5-point scale), sug
gesting that they were all relatively acceptable. We 
believe that human-generated messages may have 
been exhibited more clarity due to their cultural rele
vance, emotional appeal, and natural linguistic varia
tion. While AI-generated messages were likely more 
linguistically correct, human-created messages con
tained culturally embedded expressions, idioms, and 
localized references that resonated more with partici
pants as discussed by Donia and Shaw [28]. 
Additionally, the emotional depth of human messages, 
particularly those incorporating personal and commu
nity-centered narratives, may have resulted in stronger 
engagement and comprehension since emotional con
nections enhance information retention [2]. Also, 
human messages exhibit more natural variations in 
sentence structure and word choice, making them 
more intuitive and relatable, whereas AI-generated 
texts, despite their grammatical accuracy, may have 
seemed more robotic due to algorithmic preferences 
and repetitive phrasing.

Of note, as discussed more extensively in the 
Supplementary Materials, we also looked for but found 
no significant effects of messages targeting sub- 
audiences, comprised specifically migrant workers, 
young drivers, and women drivers (who are all groups 
with a special status in the UAE in this context). This 
might be due to the generally weak effects of message 
tailoring/targeting, especially with short, clear billboard 
texts. Future research could explore more potent message 
manipulations, such as imagery or symbols, to study 
targeting in the Middle East. However, it should be 
considered that billboards as a mass communication 
device (i.e. a medium that is passed by many drivers 
from the targeted and non-targeted audiences) would 

have to be tested to not only boost potential targeting 
effects, but also minimize unintended consequences.

Implications

This study highlights the potential for AI in message 
design, particularly in the MENA region, where AI- 
generated messages could significantly impact public 
communication for over 420 million Arabic speakers 
across 22 countries. Developing AI-designed mes
sages can be cost-effective, allowing better allocation 
of public resources, but it also requires developing 
guardrails and safety standards [13].

Our study also underscores that while AI has pro
mise as a message creator, designing AI-driven mes
sages for the Middle East requires consideration of 
key cultural factors [28]. It is encouraging that the 
AI-generated messages were generally successful in 
meeting at least basic quality standards. This suggests 
that the implicit cultural knowledge that AI systems 
have absorbed is sufficient – despite being mostly 
based on western training data – to design messages 
that can address multicultural audiences.

Limitations and avenues for future research

Like all research, this study has limitations. First, 
future work should expand the range of evaluation 
measures: The computational metrics, readability and 
sentiment, are both clear and relevant, but they repre
sent only a subset of the dimensions along which 
messages generated by AI vs. humans could differ. 
For instance, it has been shown that AI is prone to 
use certain words more often, to have a more pre
dictable syntactic structure (as a result of the LLM’s 
next-word-prediction operation principles), and our 
work underscores a slight positivity bias. More work 
is needed to analyze specific messaging strategies and 
attributes, such as the use of narratives, first-person 
perspective, or appeal types. With only 15 messages 
in each group, this was not feasible for this study, but 
it will become an option as more and more messages 
are going to be created via AI. Next, moving from 
computational analysis to the human online evalua
tion study, the current used single-item measures, 
which are efficient, reduce burden, and have been 
promising in related fields [30,31]. However, one 
could gain additional insights by using multi-item 
scales of concepts like perceived message effectiveness 
or argument strength [32].

Perhaps most importantly, it will be important to 
learn about the messages’ actual effectiveness rather 
than more or less elaborate pretesting indicators. In 
particular, a natural extension emerges if one con
siders that road safety messages are typically shown 
‘in context,’ such as on billboards seen by drivers, 
which increases the chances of actual behavior 
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change. To detect such behavioral effects accurately 
[33], it is necessary to measure message reception 
while people are driving, rather than through online 
surveys and via self-report. Future research could 
thus use field studies to assess their impact or perhaps 
rely on ecologically more valid presentation contexts 
like virtual reality [34].

While computational analysis showed that AI- 
generated messages were comparable in readability 
to human-generated messages, their slightly lower 
clarity ratings could be partially attributed to subtle 
linguistic and cultural mismatches. Even though, 
GPT-4 performed reasonably well in generating mes
sages for our study, future research should explore AI 
models explicitly trained on Arabic-specific datasets.

In terms of sampling, while a sample size of 186 
may not fully capture the diversity of all Arabic- 
speaking populations in the UAE, it aligns with prior 
research on message evaluation, where samples of 
150–200 participants have been sufficient to identify 
significant patterns in perception and clarity [30–32]. 
To ensure internal validity, the survey included rando
mized message presentation to mitigate order effects, 
and both AI- and human-generated messages were 
evaluated within the same participant pool. However, 
the study acknowledges limitations, particularly in 
representing the full range of Arabic dialects, socio- 
economic backgrounds, and literacy levels across the 
UAE and MENA region. Future research could 
employ larger, stratified samples to enhance external 
validity by considering variations in age, education, 
income, and driving experience. Additionally, while 
this study focused on written message clarity, future 
work could explore real-world testing, such as display
ing messages on digital billboards, to assess behavioral 
impact. Methods like eye-tracking or response-time 
analysis may also offer deeper insights into message 
effectiveness across diverse audiences.

Future implications and next steps

To improve AI-generated Arabic content, future efforts 
should focus on developing Arabic-centric AI models 
trained on high-quality, diverse corpora that include 
both Modern Standard Arabic (MSA) and regional 
dialects. Existing models should be further refined to 
better capture linguistic nuances and cultural context. 
Additionally, AI’s cultural context awareness can be 
enhanced by integrating adaptive prompt tuning 
based on regional and cultural factors, ensuring AI- 
generated messages are evaluated by native Arabic 
speakers and cultural experts before dissemination.

The use of localized idioms, proverbs, and cultu
rally significant themes can further improve message 
clarity and resonance. To address ethical concerns, 
developers should establish guardrails to prevent 
Western-centric biases from influencing Arabic- 

language AI-generated messages. AI-generated health 
and safety content should be co-designed with 
Arabic-speaking public health experts, linguists, and 
communication scholars to ensure alignment with 
social, religious, and linguistic expectations. Beyond 
linguistic improvements, AI tools must integrate cul
tural intelligence to generate messages that are both 
emotionally resonant and socially acceptable. This 
can be achieved through human-AI collaboration, 
leveraging AI’s efficiency with human expertise to 
create persuasive and locally relevant messages. 
Additionally, interactive learning and feedback 
mechanisms should be implemented to fine-tune AI 
models based on real-world audience feedback, parti
cularly for public health and safety campaigns.

Summary and conclusions

This study examined AI- and Human-generated road 
safety messages in the context of the UAE AI- 
generated messages exhibit more positive sentiment 
but are rated as slightly less clear than human- 
generated messages. However, both types were rated 
highly overall. These findings highlight AI’s potential 
to enhance public communication campaigns. Future 
research should explore how AI-generated content 
resonates with diverse international audiences and 
further refine its clarity and cultural adaptability.
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